
Focused Error Detection Rules (f-EDR)

• Error Detection Rules (EDR) is a metacognitive approach for 
detecting errors in the result of a trained machine learning 
model that assigns a label 𝑦 for some sample 𝑥

• The method utilizes a set of boolean conditions 𝐶 , 
associated with each sample and assignable from domain 
knowledge or a complementary model for the same task

• The key intuition is for each class 𝑦 to identify a subset of 
conditions 𝐷𝐶𝑦 ⊆ 𝐶 to form an error detection rule:

• In the novel f-EDR approach, 𝐷𝐶𝑦  is constructed using a 
greedy algorithm that approximates a solution which 
maximizes the f-1 score of the class 𝑦 after applying the rule, 
instead of its precision, as the EDR method does

Recent advances in Hierarchical Multi-label Classification 
(HMC), particularly neurosymbolic-based approaches, have 
demonstrated improved consistency and accuracy by enforcing 
constraints on a neural model during training. However, such 
work assumes the existence of such constraints a-priori. In this 
paper, we relax this assumption and present an approach 
based on Error Detection Rules (EDR) that allow for learning 
explainable rules about the failure modes of machine learning 
models. We show that these rules are not only effective in 
detecting when a machine learning classifier has made an error 
but also can be leveraged as constraints for HMC, thereby 
allowing the recovery of explainable constraints even if they are 
not provided. We show that our approach is effective in 
detecting machine learning errors and recovering constraints, 
is noise tolerant, and can function as a source of knowledge for 
neurosymbolic models on multiple datasets, including a newly 
introduced military vehicle recognition dataset.
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Motivation and Contribution 
• Hierarchical Multi-label Classification (HMC) extends the 

idea of multi-label classification to impose a hierarchy 
among labels

• Some recent research trends have led to the expression of 
hierarchical relationships as constraints on the learning 
process, usually requiring prior knowledge of the constraints

• Metacognition deals with employing an auxiliary learning 
model for reasoning tasks about an existing model, such as 
error detection and correction

• In this work we extend the metacognitive EDR framework 
which detects and corrects errors of a learning model, to 
address the HMC problem without prior knowledge of the 
hierarchy constraints

• We further present the novel Focused-EDR extension to 
EDR, which proposes an improved objective function for 
better overall performance of the meta-model in detecting 
errors of the original model

• SOTA models were evaluated in this work on three datasets– 
a Military Vehicles dataset, which we scraped and 
published, and subsets of 50 classes from the ImageNet 
dataset and 36 classes from the OpenImage dataset

• Each dataset has two levels of labels in its hierarchy: fine 
and coarse grain

• For error detection (Table 1), we evaluated three 
approaches: f-EDR, EDR, and a binary neural network for 
error prediction, inspired by related work

• We compared them using the average balanced error 
accuracy and f1 score across all classes

• We proceeded to use these rules to perform error correction 
(Table 2) by adding the learned rules as constraints to the 
loss function, using the Logic Tensor Networks (LTN) 
method, which we compared with the baseline with the 
accuracies for each level of the hierarchy and the 
inconsistenices among them

• We also conducted noise tolerance experiments (Figure 1), 
in which we added noise to a fraction of the classes at 
training and evaluated the accuracy and constrains f1 score
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