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Abstract
We address performance degradation in novel environments by 
integrating multiple pre-trained models via consistency-based 
abduction at test-time. Our approach encodes predictions and error 
detection rules into a logic program, utilizing Integer 
Programming and Heuristic Search to maximize prediction 
coverage while maintaining domain consistency. Extensive 
experiments on aerial datasets demonstrate a 13.6% F1-score 
improvement and 16.6% accuracy gain compared to standard 
baselines.

Experimental Setup and Results

Code — github.com/lab-v2/EDCR PyReason AirSim
Extended version — https://arxiv.org/abs/2505.19361
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Abduction Problem

Visit https://leibniz.syracuse.edu for more information.

Hypothesis (𝑯): A set of atoms 𝑎𝑐𝑐𝑒𝑝𝑡 𝑖, 𝑐  indicating we trust 
model 𝑓𝑖 for class 𝑐.

Assignment Rule: We assign class 𝑐 to object 𝜔 only if predicted 
by an accepted model with no detected errors:

Optimization: We find 𝑯 to maximize valid assignments (𝑃𝑟𝑒𝑑 𝐻 ) 
while keeping inconsistencies (𝐼𝑛𝑐 𝐻 ) below a threshold 𝛿:
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• Best: Best Individual Model
• Avg: Average of Models

• MV: Majority Vote
• IP + TB: Integer Programming + Tie Breaker
• HS + TB: Heuristic Search + Tie Breaker

• IP (No TB): IP with Tie Breaker Ablation
• HS (No TB): HS with Tie Breaker Ablation
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